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Abstract 

 
The job-shop problem of scheduling n≥2 jobs in m≥2 machines is a non-polynomial (NP) hard 

problem with no general method. Multiple machine scheduling problems are challenging due to 

the complexity arising from finding an optimal sequence of jobs in the face of several and 

sometimes, conflicting criteria functions. In this work we modified the Johnson’s algorithm, 

creating a new heuristic algorithm, which schedules n-jobs (n≥2) in multiple machines (n≥3) 

directly without conversion to a two-machine problem. The numerical illustration results 

obtained from the heuristic algorithm for the multiple machine scheduling problems are 

compared with solution from the Palmer’s heuristic and found to produce better results for 

makes-span and idle times. Other heuristics can be modified and compared with results found in 

this work. 
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1 Introduction 

 
In real world, scheduling operation is a very difficult task in planning and managing of any production 

process. Scheduling is an approach through which resources are allocated to complete the tasks execution 

process in time. Gupta and Chauhan [1] opined that the toughness and easiness of scheduling tasks depends 

on the shop environment, process constraints and the performance measures. Chandry [2] defined scheduling 

as the allocation of resources over a period of time to execute a number of tasks with the aim of optimizing 

certain objectives. Scheduling algorithms are employed to determine the optimal sequence of machines to be 

used for optimal production. The application of the algorithm depends on the number of tasks and machines 

in a particle problem. The Johnson algorithm [3] algorithm is one of such procedures to fine optimal solution 

for scheduling n ≥2 on m-machine (m≥2), but cannot be applied to n-jobs and m-machines problem directly.  

 

According to Tsetimi [4], scheduling becomes more complex as the numbers of job and machine increases 

and there are no easy means or general method to solve the problem mathematically. In general, if there are 

n-jobs to be processed on m-machine, there are (n!)m possible ways. Stevenson [5] opined that the Johnson’s 

rule is a technique that managers can use to minimize the makespan for a group of jobs to process on two 

machines or two consecutive work centers. For the Johnson’s rule to be applied to more than two machine 

problem the problem has to be converted to a virtual two machine problem and this convention process can 

be highly challenging as the machines increases. To reduce the time and make the process easier to compute, 

we modified the Johnson’s algorithm for the multiple (m≥3) machine problems. 

 

2 Review of Related Literatures 

 
In our day to day activities, we come across situations were one needs to save time needed to process 

services. Scheduling plays an important role in finding optimal sequence which minimizes the total time 

required to complete all tasks (makespan). Breit [6] considered the problem of scheduling in jobs in two 

machine flow shop where the second machine is not available for processing during a given time interval. 

They proposed a fast approximation algorithm with objective to minimise makespan. The best fast 

approximation algorithm for this problem guarantees relative worst-case error bound. Haq et al., [7] used 

genetic algorithm for optional allocation and scheduling of jobs is multiple processing line of parallel-line 

job-shop in order to minimize makespan. Bansal and Singh [8], compares natural and optimised algorithms 

to address the task scheduling problem in cloud computing. Their method effectively handles real and 

dynamic tasks by combining the bees and grey wolf algorithm to provide a deeper analysis and 

understanding to the problem. 

 

Chia and Lee [9] analysed the total completion time problem in a permutation flow shop within a learning 

effect. The objective is to minimize the sum of completion time. They used the dominance rule and several 

lower bounds to speed up the search for the optimal solution. Eren and Guner [10] developed a bi-criteria 

flow shop scheduling problem with learning effect. They considered learning effect in a two-machine flow 

shop with objective of finding a sequence that minimized a weighted sum of total complexion time and 

makespan. Chihaoui et al., [11] studied the two-machine no wait flow shop scheduling problem, when every 

machines is subject to one non-availability constraint and jobs have different release dates with the aim of 

minimizing the makespan. They proposed several lower and upper bounds and incorporated in a branch and 

bound algorithm. Bansal and Singh [12], proposed an algorithm for resource allocation in cloud 

environment, their method which uses the workflow sim toolkit was tested using some exiting work requests 

and the Amazon EC2 pricing model. Yang and Wang [13] considered the minimisation of total weighted 

complexion time in a two machine flow shop under simple deterioration. Their objective is to obtain a 

sequence so that the total weighted completion time is minimised. Jayakumar et al., [14] developed a 

heuristic approach for solving 2-machine n-jobs flowshop scheduling problem with the objective of 

minimising the makespan. They made a comparison with the Johnson algorithm and it was found that the 

proposed algorithm is superior to Johnson’s algorithm. Bansal and Singh [15], gave a detail reviews of 



 
 
 

Maduku and Tsetimi; Asian J. Pure Appl. Math., vol. 6, no. 1, pp. 328-336, 2024; Article no.AJPAM.1777 

 

 

 

330 
 
 

various work on scheduling, highlighting recent trends and approaches that addresses challenges for task 

scheduling problem. Although various studies have proposed many approaches, but it is challenging to find 

the most straight foreword method to determine the optimal sequence for solving the problem of n-jobs on 

multiple machines. 

 

3 Johnson’s Method 

 
The Johnson’s algorithm developed by Johnson [3] is an efficient algorithm for solving the two machine 

problem. Let and be the machines, it is assumed that the jobs must be processed on machine first and 

then on machine . Suppose we  have jobs to be processed on two machines and ,  

 

Processing time of job  on machine A 

Processing time of job  on machine B 

The jobs are processed in such a way that job precedes job , 

 

If, 

 

                               (1) 

 

The problem of scheduling n-jobs on more than two machines is considerably more complex. Johnson tries 

to reduce the problem to a two machine problem. For the three machines problem, it can be reduced 

essentially to a two machine problem provided the following condition is satisfied: 

 

                                 (2) 

 

By defining 

 

                                                            (3) 

 

where, 

 

Processing time of job on machine  

Processing time of job on machine  

Processing time of job  on machine  

 

Thereafter, the problem is then solved using the new sets and obtained above following the 

Johnson’s algorithm. 

 

Johnson’s Algorithm as found in French [16] is as follows: 
 

Step1: List all jobs and their processing time for each machine 

Step2: Select the jobs with the smallest processing time. 
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i. If it appears in the first machine, schedule that job first. 

ii. If it appears in the second machine, schedule that job last. 

iii. Break ties arbitrarily. 

 

Step3: Delete the scheduled job and its processing time. 

Step5: Repeat step 2 and 3 until all jobs are scheduled. 

 

3.1 Definitions and Notification 

 
The problem considered in this research is described as follow: 

 

For a set of n-jobs (n≥2) which need to be processed on a set of m-machine (m≥3), we wish to identify a set 

of sequences for the jobs so as to minimize makespan. 

  

That is: 

 

  ,                                               4 

 

where,    

   

hi 

 

= The processing time of job  on machine  

= The completion time of job on machine  

 

3.2 Assumptions  

 
The following assumptions were adapted for this study, [16]: 

 

(i) each job can be processed on one machine at a time and each machine can process only one job at a 

time. 

(ii) there is no preemption. That is the processing time of a job on machine cannot be interrupted.  

(iii) there are no precedence constraints  

(iv) jobs follow the same processing order on the machines. 

 

4 Modified Johnson's Algorithm 

 
Step1: List all jobs and their processing time for each machine 

Step2: Select the job with the smallest processing time 

 

i. If it is on machine1, schedule that job in the first available position 

ii. If it is on last machine , schedule it in the last available position. 

iii. If it is on the machine , then go to step 3 

 

Step3: find the sum of all processing time of that job above machine and also the sum below machine
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That is: 

 

                                                               5 

 

and 

 

                                                               6 

 

i if the sum above is smaller than the sum below  

 

That is: 

 

 ,  

 

schedule that job in the first available position. 

 

ii. If, ,  

 

schedule the job in the last available position. 

 

step4: Delete the scheduled job and its processing time. 

step5: Repeat step 2 to 4, until all jobs are scheduled 

 

4.1 Numerical Illustration 

 
Example 1 [16] 

 

Consider 5/4/F/Fmax problem with the following data 

 

Jobs: 

 

Machines 1 2 3 4 5 

1 7 11 2 14 18 

2 15 18 13 4 11 

3 14 18 11 27 32 

4 21 6 16 14 16 

 
 

Solution: 
 

Applying algorithm (3.0): 
 

Job 3 is scheduled first  3 - - - - 

Job 4 is scheduled second                3 4 - - - 

Job 2 is scheduled fifth  3 4 - - 2 
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Job 1 is scheduled third  3 4 1 - 2 

Job 5 is scheduled fourth  3 4 1 5 2 

Hence, the optimal sequence is       (3, 4, 1, 5, 2) 

 

Example 2: 

 

Consider 4/5/F/Fmax problem with data 

 

Jobs: 

 

Machines 1 2 3 4 

1 6 5 4 7 

2 4 5 3 2 

3 1 3 4 2 

4 2 4 5 1 

5 8 9 7 5 

 

Solution: 

  

We build up the optimal sequence as follows 

 

Job 3 is scheduled first  3 - - - 

Job 4 is scheduled fourth  3 - - 4 

Job 2 is scheduled third                3 3 - 2 4 

Job 1 is scheduled second                3 1 2 4 

Hence, the optimal sequence is         (3, 1, 2, 4) 

 

4.2 Comparison between Palmer’s algorithm and modified Johnson’s algorithm  
 

Table 1. Palmer’s algorithm for 5-jobs 4-machines problem 

 

Palmer’s Algorithm 

Job Sequence M1 M2 M3 M4 

 Sj Cj Sj Cj Sj Cj Sj Cj 

1 

5 

4 

3 

2 

0 

7 

25 

39 

41 

7 

25 

39 

41 

52 

7 

25 

39 

43 

56 

22 

36 

43 

56 

74 

22 

36 

68 

95 

106 

36 

68 

95 

106 

124 

36 

68 

95 

109 

125 

57 

84 

109 

125 

131 

 

Table 2. Modified Johnson’s algorithm for 5-jobs 4-machines problem 

 

 

 

Modified Johnson’s Algorithm 

Job Sequence M1 M2 M3 M4 

 Sj Cj Sj Cj Sj Cj Sj Cj 

3 

4 

1 

5 

2 

0 

2 

16 

23 

41 

2 

16 

23 

41 

52 

2 

16 

23 

41 

52 

15 

20 

38 

52 

70 

15 

25 

52 

66 

98 

25 

52 

66 

98 

116 

25 

52 

66 

98 

116 

41 

66 

87 

114 

122 
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Fig. 1. 5-jobs 4-machines problem 
 

Table 3. Palmer’s algorithm for 4-jobs 5-machines problem 
 

Palmer’s Algorithm 

Job Sequence M1 M2 M3 M4 M5 

Sj Cj Sj Cj Sj Cj Sj Cj Sj Cj 

2 

3 

1 

4 

0 

5 

9 

15 

5 

9 

15 

22 

5 

10 

15 

22 

10 

13 

19 

24 

10 

13 

19 

24 

13 

17 

18 

26 

13 

17 

22 

26 

17 

22 

24 

27 

17 

26 

33 

41 

26 

33 

33 

46 

 

 
 

Fig. 2. 4-jobs 5-machines problem 
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Table 4. Modified Johnson’s algorithm for 4-jobs 5-machines problem 

 

Modified Johnson’s Algorithm 

Job Sequence M1 M2 M3 M4 M5 

Cj Sj Cj Sj Cj Sj Cj Sj Cj Sj 

3 

1 

2 

4 

0 

4 

10 

15 

4 

10 

15 

22 

4 

10 

15 

22 

7 

14 

20 

24 

7 

14 

20 

24 

11 

15 

23 

26 

11 

16 

23 

27 

16 

18 

27 

28 

16 

23 

31 

40 

23 

31 

40 

45 

 

5 Discussion of Results  

 
From the computational analysis carried out, the following calculations are obtained from Table 1, total 

processing time =131, total idle time on M1 =79, total idle time on M2 =70, total idle time on M3 =29 and 

total idle time on M4 =58. 

 

and from Table 2, we have total processing time to be 122, total idle time on M1 =70, total idle time on M2 

=61, total idle time on M3 =21 and total idle time on M4 =49. Tables 3 and 4 show the results of the Palmer’s 

heuristic and the modified Johnson’s algorithm for the 4-jobs, 5-machines problem. In Figs. 1 and 2, the 

graphical comparison of the Palmer’s heuristic and modified Johnson’s algorithm for the numerical 

examples was given. It can be seen that the modified Johnson’s heuristic yielded a minimum values for 

makespan and idle time on the machines than the Palmer’s heuristic for most of the problems [17].   

  

6 Conclusion 

 
Scheduling problem typically involve allocating resources to tasks over a given time frame. It is obvious that 

to remain competitive in today’s open market, manufacturing and service providing organizations need to 

manage their resources in an effective way. There is no general method for scheduling n-jobs (n≥2) on m-

machines (m≥3).  Thus we developed a new heuristic algorithm for the problem based on the Johnson’s 

heuristic. On the basis of our analysis and computation our results have shown that the modified Johnson’s 

algorithm is efficient for scheduling n≥2 jobs on m≥3 machines. 
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